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ABSTRACT

Multi-task learning is a very challenging problem in reinforcement learning.
While training multiple tasks jointly allows the policies to share parameters across
different tasks, the optimization problem becomes non-trivial: It is unclear what
parameters in the network should be reused across tasks and the gradients from
different tasks may interfere with each other. Thus, instead of naively sharing pa-
rameters across tasks, we introduce an explicit modularization technique on policy
representation to alleviate this optimization issue. Given a base policy network,
we design a routing network which estimates different routing strategy to recon-
figure the base network for each task. Moreover, instead of creating a concrete
route for each task, our task-specific policy is represented by a soft combination
of all possible routes. We name this approach soft modularization. We conduct
experiments on multiple robotics manipulation tasks in simulation and show our
method improves sample efficiency and final performance by a large margin com-
pared to baseline methods.

1 INTRODUCTION

Deep Reinforcement Learning (RL) has recently demonstrated extraordinary capabilities in multiple
domains, including robotic control and manipulation Lillicrap et al. (2015); Levine et al. (2016).
Despite current deep RL methods can learn individual policies for specific tasks, it is still challenging
to train a single network that generalizes across all possible robotic manipulation tasks.In this paper,
we study multi-task reinforcement learning as one step forward towards skill sharing across diverse
tasks and ultimately building robots that can generalize. By training deep networks with multiple
tasks jointly, the network can learn to share and re-use components across different tasks. This is
particularly important when we want to adopt RL algorithms in real-world.

Multi-task learning Caruana (1997) is an important problem in machine learning. Though re-
searchers have shown learning with multiple objectives can benefit different tasks Misra et al.
(2016); Zamir et al. (2018); Wilson et al. (2007); Pinto et al. (2016); Pinto & Gupta (2017); Ried-
miller et al. (2018); Sax et al. (2019) Multi-task reinforcement learning remains a hard problem. It
becomes even more challenging when the number of tasks increases. While sharing parameters and
structure across tasks can intuitively improve data efficiency, gradients from different tasks can cause
negative interference on each other. One way to avoid it in RL is to use policy distillation Parisotto
et al. (2015); Rusu et al. (2015); Teh et al. (2017).However, this line of approaches still requires
separate networks for different policies and an extra distillation stage in learning.

To tackle negative gradient interference, compositional model with multiple modules was intro-
duced Haarnoja et al. (2018a); Singh (1992); Devin et al. (2017); Rusu et al. (2016); Qureshi et al.
(2020); Peng et al. (2019); Haarnoja et al. (2018a); Sahni et al. (2017). Andreas et al. (2017) trained
modular subpolicies and task-specific high-level policies jointly in a Hierarchical Reinforcement
Learning (HRL) framework, and achieved better performances than both independent task-specific
policies and a full-shared multi-task policy. However, training subpolicies often require predefined
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